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We use a basis of bound and unbound excitons to study the coherent dynamics of optically excited excitons
in a semiconductor quantum well. We derive a set of excitonic dynamic equations for quantum wells that
includes the influence of phase-space filling and the exchange interaction. We calculate the nonlinear absorp-
tion for excitation by a short pulse resonant on the 1s exciton, and show that the 1s excitonic peak is reduced
and blueshifted as the exciton density increases. By examining the dynamics of the populations in the different
excitonic states, we show that at moderate densities �n=1.3�1010 cm−2� the absorption near the 1s peak is
well described using only the 1s excitonic state but that at higher densities �n=5.0�1010 cm−2� the other
excitons—both optically active and optically inactive—play a significant role. For moderate densities, we
derive analytical expressions to describe the density-dependent blueshift and bleaching of the 1s excitonic
resonance. Finally, we discuss the potential advantages of this formalism for the investigation of both interband
and intraband dynamics in quantum wells.
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I. INTRODUCTION

The nonlinear optical response of a quantum well �QW�
has been studied for many years.1–9 However, the many-body
dynamics of this important system has not generally been
modeled using a strictly excitonic approach, despite the fact
that the excitonic signature dominates its optical response. In
addition, with the advance of ultrafast laser and terahertz
�THz� technologies, the study of intraexcitonic transitions
induced by THz pulses in semiconductor nanostructures have
attracted much attention. Intraexcitonic spectroscopy has
emerged as a powerful tool in investigating the low-energy
resonances and dynamics of excitons in semiconductor
nanostructures.10–12 However, there is no general theory that
allows one to model or simulate the effects of excitonic dy-
namics on this intraband dynamic process. In this paper, we
apply the recently developed excitonic dynamic equations
�EXEs� �Ref. 13� to calculate the nonlinear absorption spec-
tra and exciton population dynamics in a quantum well in the
presence of phase-space filling �PSF� and the exchange in-
teraction.

Over the years, many theoretical approaches have been
developed to study the nonlinear optical response of semi-
conductors. Nonequilibrium Green’s function and density-
matrix techniques are among the most commonly used
methods.14 The well-known semiconductor Bloch equations
�SBEs� are based on the second approach,15 as are the dy-
namics controlled truncation �DCT� equations.16 These are
powerful theoretical approaches that have been used to study
many optical phenomena in semiconductors. While many of
these approaches use an electron-hole basis, another some-
what less common practice is to employ an excitonic basis.
At low to moderate densities, when the semiconductor is
excited resonantly near the 1s excitonic peak, an excitonic
approach can simplify the treatment of the nonlinear optical
response, particularly at short times when bound excitons
dominate. Because the bound excitons form a discrete basis,
the number of required basis functions can be greatly re-
duced relative to an electron-hole approach. Excitonic ap-

proaches are also used to investigate the possible realization
of exciton Bose-Einstein condensation.17,18

Although there are a number of different approaches that
examine exciton-like carrier correlations using an electron-
hole basis or a combination of electron-hole and excitonic
bases,19,20 there are relatively few purely excitonic ap-
proaches to this problem. By an excitonic approach, we refer
to any approach that models the response of the system using
only excitonic operators. One obvious difficulty that arises in
developing an excitonic approach is that, unless one imposes
a specific pairing scheme, the mapping of the electron-hole
basis onto the excitonic basis is not one-to-one. For example,
when one has a set of four uncorrelated particles consisting
of two electrons and two holes in definite single-particle
states, there are still two different ways in which these par-
ticles could be paired even if we exclude the possibility of
pairing like particles �electron with electron and hole with
hole�. There are two basic approaches to the pairing when
the Coulomb interaction is also included. The first is to re-
strict the electron-hole pair to a fixed internal state �the 1s
state in most cases� but to allow the center-of-mass �COM�
momenta of the pair to take any value.21,22 The second ap-
proach is to pair electrons and holes that have opposite
momenta;13 this then allows for excitons with any internal
state �1s ,2s ,2p. . . including continuum exciton states� but
restricts the basis to excitons with zero COM momenta. Try-
ing to use both schemes simultaneously will lead to the prob-
lem that the mapping will no longer be one-to-one. These
two approaches have different strengths and weaknesses. The
first approach requires resonant excitation of 1s excitons and
cannot account for THz-induced transitions between the in-
ternal excitonic states �e.g., 1s to 2p�. However, it allows one
to model four-wave mixing experiments and to examine the
time evolution of the distribution of the exciton momenta,
including the coherent scattering of the excitons to optically
inactive excitonic states with nonzero COM momenta.22 It
also can account for the formation of biexcitons at some
level.21 The second approach, which is the approach that we
adopt in this paper, does not account for any scattering of
excitons out of the light cone and cannot account for the
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formation of biexcitons. Also, because it requires all excitons
to have the same COM momenta, it cannot be used to model
four-wave mixing experiments. However, because it includes
all internal states, it allows for excitation of states other than
the 1s state. Thus, it can model the response of the system to
a terahertz field that induces transitions between excitonic
internal states while retaining the potentially important PSF
and exchange effects. In addition, it accounts for coherent
scattering of the optically active s-symmetry excitonic states
into optically inactive excitonic states �2p ,3p ,3d. . .�.13,23

One of the key challenges in an excitonic approach is how
to deal with the PSF effects associated with the composite
nature of excitons. These effects results in non-Bosonic
density-dependent commutation relation for the excitonic op-
erators. There are essentially three ways of dealing with this.
The first is to assume that the density is low enough such that
PSF effects are negligible. This approach has been used by
many authors,22,24,25 and at moderate excitation densities is a
reasonable approximation. The second is to “bosonize” the
excitons; this results in the definition of creation and annihi-
lation operators that obey strict Boson commutation
relations.26,27 There is still some controversy regarding
bosonization schemes; for example, Combescott and
Beebeder-Matibet28 have shown that it is not possible to de-
rive an effective Hamiltonian for these Bosons beyond the
two-exciton regime if only four-operator interactions are in-
cluded. The third approach, which is the approach that we
adopt here, is to use the density-independent non-Bosonic
exciton creation and annihilation operators, and to explicitly
take into account their exact density-dependent commutation
relations.13,24,29,30

We employ an excitonic approach that includes both PSF
and exchange to study the exciton dynamics in a QW excited
by a single short optical pulse resonant near the band edge.
We have presented this approach in its most general form in
a previous work13 and compared it to the SBEs for a simple
model of a quantum wire. One distinct feature of this exci-
tonic approach is that it treats the intraband dynamics as
transitions between different exciton states and that the intra-
band coherence functions are kept unfactorized, which in-
creases the accuracy of the results. In a recent paper, we have
also employed this approach �in the linear regime� to model
the tunable THz gain from biased semiconductor superlat-
tices �BSSLs�.31 The central problem we pursue in this paper
is the ultrafast dynamics of excitons and their influence on
the ultrafast nonlinear absorption in QWs. For this purpose,
we focus on the dynamics in the coherent regime when most
of the excitons are still in K=0 COM momentum state. This
makes possible the use of our approach that includes only
K=0 excitons.

In this paper, we derive the excitonic dynamic equations
for a QW from the general excitonic equations of Ref. 13.
We then present numerical results for the nonlinear absorp-
tion spectra for both moderate and relatively high intensity
pulses. We also present the time evolution of the populations
in the various excitonic states to aid in the understanding the
effects of PSF and exchange on the absorption. We propose a
number of possible approximations to increase the computa-
tion efficiency of the EXEs; these approximations are moti-
vated by the fact that, depending on the excitation condition,

only a subset of the exciton states play a significant role in
the absorption spectra. We show that, for resonant excitation
of the 1s exciton state at moderate carrier densities ��1.3
�1010 cm−2�, a basis consisting of only the 1s exciton state
is sufficient. However, for higher densities ��5.0
�1010 cm−2�, the blueshift of the 1s peak and redshift of the
band-edge absorption can only be accurately described if
higher-energy optically inactive excitonic states are included
in the calculation.

In addition to providing a computational tool for the nu-
merical simulation of nonlinear dynamics in a QW, a second
aim of this paper is to exploit the excitonic approach to gain
insight into the nonlinear optical response of a QW. In par-
ticular, we examine the relation between the population dy-
namics, and the blueshift and bleaching �the reduction in the
oscillator strength� of the 1s excitonic resonance that have
been observed.1,3,8 In the 1980s, Schmitt-Rink et al.2 consid-
ered the influence of phase-space filling and the exchange
interaction on the exciton resonance and the oscillator
strength by analyzing exciton wave functions. The SBE ap-
proach was also used to investigate this phenomena,5,8,32

where temperature effects can be included.5 In a recent study
of the absorption and emission of exciton-polariton modes,
the retarded Green’s function approach takes into account
propagation effects.9 In this paper, however, we apply the
excitonic approach to understand the influence of the various
excitonic populations on the optical response of a QW. An
important feature is that it clearly connects the exciton �as
opposed to free-carrier� population dynamics to the optical
response. We use this property to obtain analytic expressions
for the blueshift and bleaching of the 1s excitonic peak. We
also briefly discuss how this excitonic approach can be used
to understand the effect of the exciton dynamics on the re-
sponse to a terahertz field, which is of much interest in recent
years.12,33

This paper is organized as follows. We first introduce the
general EXEs in Sec. II. We then examine how to adapt the
general EXEs to the particular case of a QW in Sec. III. In
Sec. IV, we present numerical results for the nonlinear ab-
sorption and the exciton population dynamics for moderate-
intensity excitation of the QW. We then discuss potential
approximations that can increase the efficiency of the EXEs
in Sec. V. In Sec. VI, we present analytical expressions ob-
tained using the EXEs for the blueshift and bleaching of the
1s excitonic peak. In Sec. VII we examine the response of a
higher-intensity pulse to examine the effects of the higher-
energy bound and unbound excitons on the nonlinear re-
sponse. Finally, in Sec. VIII, we present our conclusions.

II. GENERAL EXCITONIC DYNAMIC EQUATIONS
AND EXCITONIC COEFFICIENTS

The general EXEs for semiconductor nanostructures have
been obtained and explained in our previous work.13 We in-
clude a brief description of them and their derivation here for
completeness and for later reference in this paper.

We derive the EXEs by first transforming the Hamiltonian
for a photoexcited semiconductor system in Fermion space15

to obtain the Hamiltonian H in the quasiboson �qboson� pair
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space using the Usui transformation.29 The qboson states are
electron-hole pair states where the electron and hole are in
single-particle eigenstates of the semiconductor nanostruc-
ture with the pairing chosen such that the total momentum is
zero. Thus, in a quantum well, the envelope function for a
qboson state takes the form

�p�r,ze,zh� = fe�ze�fh�zh�
exp�ip · r�

�A
, �1�

where A is the in-plane area, p�−p� is the in-plane wave
vector for the electron �hole�, r=re−rh is the electron-hole
separation in the plane of the quantum well, and fe�ze� and
fh�zh� are the electron and hole envelope functions for the
lowest energy quantum well states in the z direction. We take
Bp

† to be the creation operator for such a qboson pair. We then
use the Heisenberg equation of motion, the �non-Bosonic�
commutation relations for the Bp

† and Bq, and the qboson
Hamiltonian to obtain the dynamic equations for the qboson
operators Bp

† and Bp
†Bq.

The true excitonic states �eigenstates of the Hamiltonian
with only one electron and one hole� with energy E� can be
expressed as

���r,ze,zh� = �
p

c�
p �p�r,ze,zh� , �2�

where c�
p are the expansion coefficients. Similarly, the cre-

ation operator for such a true excitonic state is given by the
canonical transformation

B�
† = �

p
c�

p Bp
†. �3�

We note that these true excitons are not bosons and thus the
operators do not obey the Boson commutation relations ex-
cept in the limit of zero density �see, e.g., Ref. 29�. Finally,
we use Eq. �3� to transform the qboson dynamic equations
into the dynamic equations for the true excitons. Two sets of
dynamic equations are obtained after factorization is
applied.13 The factorization is essentially the same as is used
in deriving the SBEs except that we do not factor the intra-
band coherence functions into products of interband coher-
ence functions.13 We note that, because we are allowing only
exciton states with zero center-of-mass momentum, our ap-
proach includes only the exchange interaction between
excitons.13 However, for the system being considered, it has
been shown that this is the dominant interaction.34

The first set of equations is for the interband coherence
functions,

i�
d

dt
�B�

† � + E��B�
† �

= − i�
�B�

† �
Tinter

+ 2 �
�1,�2,�3

R�1,�2,�3

� �B�1

† ��B�2

† B�3
�

+ E�t� · Mcv
� �C� − 2 �

�1,�2

C�,�1,�2
�B�1

† B�2
�� . �4�

The second set of dynamic equation is for the intraband co-
herence functions,

i�
d

dt
�B�

† B�� + �E� − E���B�
† B��

= − i��B�
† B��� 1

Tintra
+ ��,�	 1

Tdecay
−

1

Tintra

�

+ 2 �
�1,�2,�3,�4

Z�1,�2,�3,�4

�,� �B�1

† B�4
��B�2

† B�3
�

+ �E�t� · Mcv
� C��B�� − E��t� · McvC�

��B�
† �

− 2 �
�1,�2,�3

�E�t� · Mcv
� U�1,�2,�3

�,� �B�1

† B�2
��B�3

�

− E�t� · McvU�3,�2,�1

�,�� �B�1

† ��B�2

† B�3
� . �5�

In Eq. �4�, Tinter is the phenomenological interband dephasing
time constant for �B�

† � while in Eq. �5�, Tintra is the intraband
dephasing time constant for �B�

† B�� �where ���� and Tdecay
is the decay constant for the exciton populations �B�

† B��. In
both equations, E�t� is the electric field of the exciting optical
pulse, and Mcv is the dipole moment between the conduction
and valence bands in the quantum well at k=0. The coeffi-
cients, R�1,�2,�3

� , C�, C�,�1,�2
, Z�1,�2,�3,�4

�,� , and U�3,�2,�1

�,� are
excitonic coefficients �XCs� that are responsible for phase-
space filling and exchange effects.13 Their net effects will
determine the optical response from a semiconductor nano-
structure. They are defined and discussed in more detail in
Appendix A. Although it is straight forward to derive the
commutation relations for the true excitonic operators, the
above dynamic equations cannot be derived from these com-
mutation relations alone, as the commutation relations do not
explicitly contain the fact that Bp

†Bp
†=0.

The above two dynamic equations �Eqs. �4� and �5� can
be solved numerically to obtain �B�

† � and �B�
† B��, which can

then be used to calculate the interband and intraband polar-
izations and the exciton population of the system that is
investigated.13

The dynamic equations can be used in numerical simula-
tions as well as in deriving analytical expressions. We will
present the results of numerical simulations in Sec. IV and in
Sec. VI, will use these expressions to derive analytical ex-
pressions for the blueshift and bleaching of the 1s excitonic
absorption peak.

III. EXCITONIC DYNAMIC EQUATIONS AND THE
QUANTUM WELL MODEL

In our previous work we studied the exciton dynamics in
a one-dimensional �1D� model of a quantum wire.13 Apply-
ing these equations to the study of the exciton dynamics in a
QW is computationally more difficult as we now need two
indices to label an exciton state. Thus, all things being equal,
we would expect that more coherence functions will be re-
quired. In particular, the number of required intraband coher-
ence functions, �B�

† B��, could become huge. Thus, we need
an efficient way to organize exciton states and simplify the
dynamic equations; this is the focus of this section.

In this paper, we will sometimes examine the exciton
states in a strict two-dimensional �2D� system �an infinitely
large 2D system with no thickness� for comparison and to
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obtain analytic results. In a strict 2D system, the exciton
energy for bound states only depends on the principle quan-
tum number, n, and for each n, there are 2n+1 exciton states
with angular momentum m� where �m�	n.15,23 However, the
energy of an exciton in a QW is not solely determined by n.
This is demonstrated in Fig. 1�a�, where we plot the exciton
energies for different n and m. Thus, in a QW, a good way to
organize exciton states is to choose the angular momentum,
m, as the major index. Then, for each angular momentum m,
there are an infinite number of energy levels. In performing
numerical computations, we specify the maximum angular
momentum, mmax, of the states employed and number of ex-
citon states, nm, included for each angular momentum m.

A simple calculation shows that, for a strict 2D system, if
we keep the exciton energy level up to n=N, then we have

N2 exciton states, and thus N2 interband coherence functions
and N4 intraband coherence functions. The exact number of
exciton states for a QW with energies less than a given value
is not simply N2 but can also be quite large to obtain con-
verged results �see Fig. 1�a�. Thus it is important to use
symmetry to reduce the number of coherence functions
needed. There are two key symmetries that can be exploited:
rotational symmetry and mirror symmetry in the plane.

A significant reduction in the required number of coher-
ence functions can be achieved by considering the rotational
symmetry of the QW. Using this symmetry, we find that
�B�n1,m1�

† �=0 if m1�0, i.e., there is no interband coherence
except for s exciton states. We also find that
�B�n1,m1�

† B�n2,m2��=0 if m1�m2, i.e., there is no intraband co-
herence between excitonic states having different angular
momentum. Thus in our dynamic equations, only intraband
coherence functions of the form �B�n1,m�

† B�n2,m�� survive.
A further reduction in the number of required intraband

coherence functions can be made by considering the mirror
symmetry of the QW. We find that this symmetry results in
the identity, �B�n1,m�

† B�n2,m��= �B�n1,−m�
† B�n2,−m��.

Thus, the above two symmetries result in the following
three relations:

�B�1

† � = 0, for m1 � 0, �6�

�B�1

† B�2
� = 0, for m1 � m2, �7�

�B�n1,m1�
† B�n2,m1�� = �B�n1,−m1�

† B�n2,−m1�� , �8�

where �i= �ni ,mi�, i=1,2. These relations have been verified
directly in our numerical simulations, and can also be proved
by analyzing the EXEs and XCs directly.23

With the three relations in Eqs. �6�–�8�, we only need to
include the following terms in our EXEs: the interband co-
herence terms �B�n,0�

† �, the intraband coherence terms �includ-
ing population� �B�n1,m1�

† B�n2,m1�� where m1
0, and the intra-
band coherence terms �B�n1,m1�

† B�n2,m1�� where n1
n2 because
�B�n1,m1�

† B�n2,m1��= �B�n2,m1�
† B�n1,m1���.

In this paper, we present numerical results obtained using
the EXEs for a 67 Å Ga0.7Al0.3As QW that is excited using
a short optical pulse centered on the 1s excitonic resonance.
We present the calculated nonlinear absorption spectra as
well as the time evolution of the total exciton density and the
exciton population distribution among excitonic states �Secs.
IV, V, and VII�.

We employ a model that includes the lowest heavy-hole
and electron subbands in the parabolic approximation. The
system parameters used, such as the band offsets and the
effective masses, are given in Refs. 35–37. Using these pa-
rameters, the in-plane excitonic Bohr radius is found to be
rB�157 Å. We excite the QW using a Gaussian optical
pulse with an electric field given by

E�t� = E0e−i�ct−t2/�p
2

+ c.c., �9�

where �c is the central frequency of the optical pulse, which
is chosen to be in resonance with the 1s exciton state. In the
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FIG. 1. Energy levels of �a� exciton states and �b� the exciton
states included in our full simulation. Note the 1s level is E�=E0.
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following plots, the energy unit we use is the binding energy
of the 1s exciton in the QW, which is found to be Eb
=2.49Ry =9.15 meV, and unit of time is taken to be �0
=� /Ry =179.4 fs, where Ry =3.67 meV is the exciton Ryd-
berg. In all sections except Sec. VII, the pulse length is taken
to be �p=1.6�0=287.0 fs. This length is chosen to be long
enough such that only 1s excitons are excited directly but
also short enough to be much less than the dephasing times.
In Sec. VII, we consider a shorter pulse with �p=107.6 fs so
as to directly excite some unbound carriers as well.

For the computation of the nonlinear absorption, the in-
terband and intraband dephasing times are Tinter=3.2�0, and
Tintra=1.5Tinter, respectively, and the population decay time
of Tdecay=Tintra. For the computation of the time evolution of
the exciton populations, we use Tinter=Tintra=Tdecay=. This
is done so that the effects of PSF, and exchange on the popu-
lation dynamics can be clearly separated from decay and
dephasing effects. We have discussed the general effects of
choosing different time constants in Ref. 13.

In Fig. 1�a� we plot a large number of excitonic energy
levels for different m for the QW. In Fig. 1�b� we show only
the states that are included in our full simulation. This par-
ticular choice of states was made by considering an ideal 2D
system, where a highest energy level with m=0 is chosen to
be n=18 and we then only include states �m ,n� with m
	18 and n	18−m+1. We return to consider other schemes
of selecting exciton states and examine convergence in Sec.
V.

The largest angular momentum included in our simula-
tions is m=18 �see Fig. 1�b�. Thus there are 171 exciton
states, and 1140 intraband coherence functions �including
populations�. Considering all the XCs required, these calcu-
lations are fairly intensive.38 We will show in Sec. V how to
make the EXEs more efficient by using a variety of approxi-
mations.

IV. EXCITON DYNAMICS: MODERATE INTENSITY
EXCITATION

In this section, we consider the nonlinear absorption and
population dynamics for a moderate-intensity optical pulse.
We choose the pulse intensity such that, in the absence of
PSF and exchange, the total exciton density would be nlin
=3.0�1010 cm−2. Due to the suppression caused by PSF
and exchange, the total population density obtained in the
presence of PSF �nnon� and exchange is considerably smaller
than nlin. Figure 2 shows the time evolution of the total ex-
citon density and the density of 1s excitons when PSF and
exchange are included. We see the highest exciton density in
the system is n=2.6�1010 cm−2, which is reduced by
roughly a factor of 13% from nlin. Moreover, we see that PSF
and exchange has resulted in a substantial fraction ��11%�
of the excitons being created in the higher in-plane excited
states �HIESs� �the exciton states other than the 1s state�
rather than in the resonant 1s state. We also note that the total
exciton density is constant once the pulse has passed �as is
expected13�; however, the 1s-exciton density oscillates
slightly with time due to PSF-induced coupling between dif-
ferent states as described by the term containing Z�1,�2,�3,�4

�,�

in Eq. �5�.

Before turning to the results for the nonlinear absorption,
we consider the population dynamics in more detail. In Fig.
3 we plot the densities of the s states �m=0 states� for n=2 to
n=18. The density of 1s excitons is not shown because it is
too large relative to the others �see Fig. 2�. We note that,
without PSF and exchange, essentially no exciton population
is created in the s states �excluding 1s state�. Figure 4 shows
exciton density distribution of all the m�0 HIESs as a func-
tion of state energy and time. As discussed above, although
the total population is a constant after the optical pulse has
passed, the population in individual states continues to oscil-
late strongly due to the coupling between exciton states. The
scattering of excitons out of the 1s state into the m�0 HIESs
is similar to the scattering from a 2s state into a 2p state seen
by Kira and Koch20 for a quantum wire. It is also related to
the scattering out of the K=0, 1s exciton state into the K
�0 exciton states seen by Yang et al.;22 although the direct
comparison is difficult, given that the systems and laser
pulses used are rather different, the fraction of excitons co-
herently scattered out of the ground exciton state is similar to
what we obtain for a similar density.

We see from both Figs. 3 and 4 that the population distri-
bution decays quite rapidly with increasing energy. The rea-
son for this behavior is explained in Appendix B. Its impli-
cation on choosing exciton states, and the possibilities of
exploiting it in approximations in our simulation are dis-
cussed in Sec. V.

Having examined the population dynamics, we now ex-
amine the nonlinear optical absorption of the QW. The non-
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linear absorption is calculated from the interband polariza-
tion as discussed in Sec. II. In Fig. 5, we plot the absorption
spectrum for the same pulse used to produce Figs. 2–4. In
the same figure, we also plot the absorption spectra obtained
in the linear regime �where PSF and exchange effects are
neglected� along with the results of some approximate calcu-
lations that we describe in Sec. V. The linear result shows an
absorption peak at the energy, E0, of the 1s exciton. For the
higher-intensity pulse, the absorption spectrum clearly shows
a blueshift of approximately 0.21 meV and a reduction in
magnitude by approximately 5% from the linear result.
These results are consistent with experiments and can be
explained using analytical expressions obtained from the
EXEs. We discuss this in more detail in Sec. VI. As we shall
see below, the effects of HIESs on the nonlinear absorption
are very small at this intensity; we discuss their effect at
higher intensities in Sec. VII. We close this section by noting
that, due to the effects of dephasing and population decay,
the total exciton density is reduced from n=2.6
�1010 cm−2 to np=1.3�1010 cm−2 �the peak value of the
exciton density�.

V. APPROXIMATION SCHEMES

The results presented in the previous section require
rather intensive computations.38 Thus it is useful to examine

possible approximations to reduce the computation time. In
this section we examine a number of possible approxima-
tions. We first give a brief summary of these approximations
in Sec. V A and then present results obtained using some of
these approximations in Sec. V B, and discuss the conditions
under which the various approximations provide accurate re-
sults.

A. Possible approximations

If a large number of exciton states are used, the compu-
tation is slow primarily due to the large number of intraband
coherence functions. Thus, there are two ways to reduce the
computation time. First, we can reduce the number of intra-
band coherence functions that are included in the calculation
and second, reduce the number of excitonic states included.

To reduce the number of coherence functions, one good
approximation is to neglect intraband coherence terms �but
not populations� for HIESs with m�Mcut where Mcut�0 is a
chosen angular momentum that is much smaller than Mmax.
We find that this approximation is well justified, and have
numerically verified that the results obtained with this ap-
proximation are in excellent agreement with these obtained
using the full EXEs.23 For the excitation condition consid-
ered in the previous section, the difference between the total
population, the population distribution, and the absorption
spectra are undetectable in Figs. 2 and 5 for Mcut=4, which
reduces the number of equations from 1158 to 703. This is a
significant reduction considering the reduced number of XCs
needed.

A second way to reduce the number of equations is to
include the populations for HIESs with large m in an ap-
proximate way. In Appendix B we show that the populations
decay off with energy in a predictable way that can be accu-
rately modeled using a semianalytic expression for U�1,�2,�3

�,� .
Using this, it may be possible to include the populations for
the HIESs approximately by lumping them together into one
effective state. We provide a brief discussion of this approxi-
mation in the conclusion and explain the behavior in more
detail in Appendix B. However, we do not explicitly pursue
this approach further in this work.

There are a number of approximations that involve reduc-
ing the number of exciton states employed: �1� we can in-
clude only the s-exciton states �see Sec. V B�, or �2� we can
move to the extreme case where the only state employed in
the calculation is the 1s excitonic state �see Sec. V B�.

B. Employing only s-exciton states

In the above discussion, we made approximations with
HIESs with m�0: we either removed some of them directly
or neglected the intraband coherence associated with some of
them. These approximations produce quite accurate results,
which raises the question: do we really need the HIESs with
m�0 in our computation at all? To address this question, we
now perform simulations with only the s states �m=0 states�.
Doing this reduces the computational time considerably be-
cause only 18 exciton states and 171 intraband coherence
functions are needed; thus not only does the simulation run
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much faster but far fewer XCs need to be calculated. We call
this simulation the s-state simulation. As an extreme ex-
ample, we also perform a simulation employing only the 1s
state �1s-state simulation�; in this case, only two EXEs are
needed.

In Fig. 5 we plot the nonlinear absorption spectra found
from the s-state simulation, the 1s-state simulation, and the
full-basis simulation. As can be seen the differences between
the three spectra are only barely discernible. In particular, the
difference between the full-basis and s-state spectra is
roughly the thickness of the line over the full plot range. The
results using only the 1s state are almost as good, with the
main deviation occurring at higher energies, where the con-
tribution of the 2s state is becoming important.

To examine these two approximation schemes further, in
Fig. 6 we plot the exciton density obtained using the s-state
and 1s-state bases. For comparison, we also show the full-
basis results, and the results obtained when PSF and ex-
change effects are neglected �linear result�. Despite the fact
that the nonlinear absorption spectra are similar, we find that
the s-state and 1s-state simulations overestimate the total
population reduction from the linear result by about 67% and
42%, respectively. However, as seen in Fig. 6�b�, the s-state
simulation yields a reasonably accurate value for the density
of 1s excitons while the 1s-state simulation underestimates
the reduction in 1s-exciton density by about 22%.

Although the s-state simulation provides an accurate
value for the density of 1s excitons, it does not do as well for
the higher s-exciton populations. In Fig. 7, we plot densities

of the various ns excitons �n�1�. Comparing to Fig. 3, we
see in particular that the density of 2s excitons is underesti-
mated by roughly 30%.

We conclude from the above results that, for the resonant
excitation that we have used, acceptable accuracy can be
obtained for the nonlinear absorption spectra using simula-
tions where only the s states or even only the 1s state are
included. These approximations work well for several rea-
sons: first, because only the 1s exciton is directly excited �in
the linear regime�, we expect it to be dominant in the system;
second because only the s excitons are optically active, only
they can contribute directly to the nonlinear absorption;
third, for the intensity considered here, the coupling of the 1s
exciton to the m�0 excitons is relatively small and so their
influence on the absorption is almost negligible. We note
that, however, if the excitation pulse intensity is increased, it
is necessary to include the m�0 HIESs; we find that with
this pulse, the HIESs start to affect the nonlinear absorption
significantly when the total carrier density is about 5.0
�1010 cm−2 �see Sec. VII�. We also note that if the optical
pulse has a higher central frequency �or spectral width�, such
that it excites the higher s-exciton states directly, then it is
important to include the additional resonant s states in the
simulation.

VI. BLUESHIFT AND BLEACHING OF THE EXCITON
RESONANCE

It is well known that in a QW, PSF results in the blueshift
and bleaching of the exciton resonance that have been
observed.1–3,8 We see from the results of the previous sec-
tions that at moderate densities, the nonlinear absorption can
be accurately calculated using a basis of only the 1s excitons.
In this section, we use this result to obtain approximate ex-
pressions for the blueshift and bleaching of the 1s exciton
peak as a function of density. The analytical expressions of-
fer a simple way to understand and calculate the nonlineari-
ties in an optically excited QW.

From Eq. �4�, we have
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ton density obtained using different approximation schemes. “Full
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i�
d

dt
�B0

†� + 	E0 − 2 �
�2,�3

R0,�2,�3

0 �B�2

† B�3
�
�B0

†�

= − i�
�B�

† �
Tinter

EXE + 2 �
�1�0,�2,�3

R�1,�2,�3

0 �B�1

† ��B�2

† B�3
�

+ E�t� · Mcv
� 	C� − 2 �

�1,�2

C�,�1,�2
�B�1

† B�2
�
 , �10�

where we have singled out 1s excitons for investigation. If
the 1s ��=0 state� excitons dominate �which is the case of
resonant excitation of the 1s exciton state�, we can neglect
all states except the 1s excitons in the above equation and
keep only �i= �1,0� in the sums in the above equation. From
this, we see that the energy shift in the 1s exciton resonance
is given approximately by

�E1s

E1s
= −

2R0,0,0
0

E1s
�B0

†B0� . �11�

Similarly, the reduction �bleaching� in the oscillator strength,
which is given by the last term in Eq. �10�, is simply

�f1s

f1s
=

C0
2 − �C0 − 2C0,0,0�B0

†B0��2

C0
2 �12�

�4
C0,0,0

C0
�B0

†B0� . �13�

From Eqs. �11� and �13�, we find that �E1s /E1s and
�f1s / f1s are linearly related,

�E

E1s
= �

�f1s

f1s
, �14�

where

� = −
C0R0,0,0

0

2C0,0,0E1s
. �15�

This linear relation is very useful in comparing to experi-
mental results3,8 because it does not require the accurate
measurement of exciton population densities.

We consider first the blueshift and the bleaching of exci-
tons in a strict 2D system. We know the expression for the 1s
exciton wave function is15,23

�1s�r� =� 2

�

2

a0
exp	−

2r

a0

 , �16�

where a0 is the Bohr radius of a 1s exciton in bulk semicon-
ductors. Its Fourier transform is given by2,23

c1s
p = c1s

p =�2�

S

a0

�1 + 	a0p

2

2�3/2

, �17�

where S is the area in the plane. Using this result, it can be
shown that

R0,0,0
0 = − 	16�a2D

2

S

	1 −

315�2

212 
E1s, �18�

C0 =� S

2�

4

a0
, �19�

and

C0,0,0 =�2�

S

4a0

7
, �20�

where a2D=a0 /4 is the radius of a 2D 1s exciton.2 We note
that the two terms �1 and 315�2 /212� in Eq. �18� are due to
PSF and exchange, respectively. The net effect causes the
blueshift observed in the absorption spectra.

From Eq. �18�, the magnitude of the 1s exciton energy
shift is given by

�E1s = 32�n1sa2D
2 	1 −

315�2

212 
E1s, �21�

where n1s��B0
†B0� /S is the density of 1s excitons. This re-

sult is just the expression below Eq. �12� in Ref. 2 �see Ref.
39�. Using Eqs. �19� and �20�, the fractional change in oscil-
lator strength �f / f1s is

�f

f1s
�

128�

7
a2D

2 N1s, �22�

which agrees with Eq. �9� of Ref. 2 �see Ref. 40�. Therefore,
for an ideal 2D system, we have

� =
7

4
	1 −

315�2

212 
 � 0.422. �23�

For the QW we have investigated in Sec. IV, the numeri-
cal values for the XCs are

C0 = 7.52 � 101, �24�

C0,0,0 = 2.54 � 10−2, �25�

R0,0,0
0 = − 5.54 � 10−4. �26�

We note that because R0,0,0
0 is negative, it causes a blueshift

in the 1s exciton resonance. Plugging these numbers into Eq.
�15�, we find

� = −
C0R0,0,0

0

5C0,0,0
= 0.33. �27�

This value of � falls in the range of 0.3–1.0 that have been
experimentally observed and theoretically predicted.1,8,41 The
linear relation in Eq. �14� has been verified in our numerical
simulations; the value of � obtained is �0.24, which is
smaller than the value of 0.33 given largely because, in our
simulations, the exciton populations are gradually built up in
the QW and we cannot assume a simple static population.

Before closing this section, we give a brief summary of
the experimental work on the excitonic resonance. Most ex-
perimental studies on the blueshift of the exciton resonance
employ a pump-probe setup using ultrashort laser pulses.1,3,8

Excitons can be created using either resonant or nonresonant
excitation schemes.1 For the nonresonant �band to band� ex-
citation, where hot carriers are created first, the exciton ab-
sorption structure disappears immediately after �within
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�1 ps� the excitation. This excitonic bleaching is due to
free-carrier screening of the Coulomb interaction. In this pe-
riod of time, no blueshift is observed. After a period of
�10 ps, the excitonic absorption structure reappears with a
blueshift of the peak of the 1s exciton. For the resonant
excitation, an instantaneous blueshift is observed without
large excitonic bleaching, and it takes about 400 ps for the
exciton resonance to gradually resume its normal position.1

This time scale is approximately determined by the exciton
lifetime. The well-size dependency of the blueshift has been
also investigated,3 where samples of different well and bar-
rier sizes were tested. For well sizes wider than 100 Å, the
blueshift is negligibly small.

With the advance of spectroscopy techniques, the differ-
ential absorption/transmission spectroscopy42 was applied to
the study of exciton dynamics in quantum wells.6,8 In par-
ticular, the authors using this technique try to distinguish two
nonlinear effects, the interaction between excitons and free-
carrier screening, by fitting absorption/transmission spectra.
It is concluded that the bleaching due to PSF and the ex-
change interaction is approximately two times larger than
that due to free-carrier screening with a carrier density of
�2.0�1011 cm−2.8,32

In experiments, the relation between peak shift and
bleaching has been measured.3,8 A very good linear relation
was verified although the constant value � varies over a wide
range. It is shown to be �1 for narrow quantum wells �40 Å
GaAs well, 100 Å Ga0.7Al0.3As barrier; see Ref. 3�, and
�0.8 for slightly wider wells �75 Å GaAs well, 100 Å
Ga0.66Al0.34As barrier; see Ref. 8�, but a value of 0.3 has also
been reported �75 Å GaAs well, GaAlAs barrier, width not
reported; see Ref. 41�. Several factors are responsible for the
wide distribution of observed � values: the influence of well
width and lattice temperature,41 the influence of free
carriers,8 and the dipole interaction between excitons in dif-
ferent wells �most experiments use multiple quantum
wells�.43 An accurate determination of the constant value �
needs to consider these factors and is highly nontrivial.

VII. EXCITON DYNAMICS: HIGH DENSITY ABSORPTION
SPECTRA AND THE ROLE OF HIESS

For the resonant excitation at the moderate density of n
=1.3�1010 cm−2 considered in the previous sections, we
found that the coupling of s states and the HIESs played only
a small role in determining the nonlinear optical absorption.
However, if the pulse intensity is increased, the situation
changes. To understand the effect of the HIESs, we now
consider the absorption spectra at the considerably higher
density of n=5.0�1010 cm−2. We decrease the pulse dura-
tion to �p=107.6 fs, so as to directly excite carriers in the
bound as well as continuum sates. In this way, we can clearly
see the effects of the exciton states both above and below the
band edge on the absorption spectra. All other parameters
��c, Tinter, Tintra, and Tdecay� are the same as used in Sec. IV.

In Fig. 8, we plot the absorption spectra of the QW ob-
tained using three different subsets of the exciton states at the
peak density of n=5.0�1010 cm−2. The three different
simulations include �1� the full set of 171 states shown in

Fig. 1�b�, �2� only the s states, and �3� only the 1s state. For
comparison, we also show the linear absorption spectra
�where PSF and exchange effects are neglected�. The linear
result has a 1s absorption peak at E0, and an absorption step
at around 0.8Eb that corresponds to the onset of 2s and band-
edge absorption. For the high-density excitation, the 1s ex-
citon resonance shows a blueshift and bleaching due to the
combined PSF and exchange effects.

As we can see from Fig. 8, the HIESs indeed make a
considerable difference in the absorption spectrum. For ex-
ample, for the 1s absorption peak: the s-state simulation un-
derestimates the blueshift considerably but overestimates the
peak saturation while the 1s-state simulation slightly under-
estimates the blueshift and also underestimates the bleach-
ing. In Fig. 9 we plot the population density evolution for 1s
excitons using the three different simulations to help under-
stand the absorption spectra. We find that the simulation us-
ing only 1s exciton has a considerably larger 1s population
than found in the other two simulations. This larger popula-
tion is expected in the 1s-state simulation because there are
fewer states to reduce the effective oscillator strength of the
1s exciton �as discussed in Sec. VI�. Thus, we observed a
larger 1s oscillator strength. The larger 1s population also
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FIG. 8. �Color online� Absorption spectra for the high-density
excitation condition obtained with different sets of exciton states:
full-basis simulation �solid black line�, the s-state simulation �blue
dashed line�, and the 1s-state simulation �red dotted line�. Also
shown is the linear result �thin black line� obtained by neglecting
PSF and exchange. The legends have the same meaning as in Fig. 6.
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accounts for the fact that the 1s-state simulation has a larger
blueshift than that obtained in the simulation using all the s
exciton states.

We also see from Fig. 9 that in the full simulation, the 1s
exciton population has a longer lifetime than in the s-state
simulation. This longer lifetime arises from coupling of the
m�0 HIESs populations and intraband coherence back to
the 1s-state population �and interband coherence function�,
which can be approximately understood as scattering of the
m�0 HIESs excitons back into the 1s state �see Eqs. �4� and
�5�. This fact explains why the full simulation has a larger
1s peak shift than the s-state simulation even though they
have almost identical similar peak values for the 1s exciton
population.

The other feature of Fig. 8 that stands out is the large
difference near the band edge between the full simulation
and the s-state simulation. Although it is obvious that includ-
ing only the 1s-exciton state will not capture the band edge,
it is somewhat surprising that the s-state simulation gives
such a different result from the full simulation. The origin of
this difference can be partially understood by examining the
contributions of the different excitonic states to the absorp-
tion spectrum. In Fig. 10�a� we plot the nonlinear absorption
due to only the 1s state while in Fig. 10�b�, we plot the
absorption due to just the 2s state obtained using the full
simulation and the simulation using only s states. The result
for the 1s state shows that, in agreement with Fig. 8 the full
simulation gives a somewhat larger blueshift in the 1s peak.
However, the difference in the bleaching is not nearly as
great as expected. This can be understood by looking at the

contribution from the 2s state in Fig. 10�b� where there is a
large peak for both simulations near 0.2Eb. This arises be-
cause some of the character of the 1s state is mixed into the
2s state via the intraband coherence. Because this peak is
larger in the full simulation, we expect a larger overall ab-
sorption peak for the full simulation, as observed. The more
striking difference between the two results for the 2s absorp-
tion is that there is a much greater redshift in the 2s peak
�near 0.8Eb� in the s-state simulation than in the full simula-
tion. It is this difference that gives the different response in
the absorption spectrum near the band edge. It is well known
that the band-edge states exhibit a redshift as the population
density is increased.44 However, we see that the m�0 HIESs
strongly influence the magnitude of this shift. In fact, this
influence appears to be greater than that of the m=0 HIESs.
This could perhaps be tested experimentally by using a tera-
hertz field to populate the m=1 exciton states.

VIII. CONCLUSION

Using an excitonic formalism, we have investigated the
dynamics and nonlinear optical response of excitons photo-
excited by a short optical pulse in a QW. We have shown that
our excitonic approach provides an accurate and efficient
way of calculating the optical response of a QW, especially
for resonant excitation of the 1s exciton with moderate-
intensity pulses. We have also investigated the excitonic dy-
namics in a QW using an analytical approach, and derived
the relationship between the blueshift and the bleaching of
the 1s exciton resonance. Using a combination of numerical
and analytic results, we have demonstrated that the EXEs are
a powerful tool for calculating and understanding some im-
portant features of the carrier dynamics involved in nonlinear
interband dynamics in a QW.

We have shown that, at moderate densities, if the optical
pulse is resonant on the 1s exciton then the excitonic ap-
proach yields accurate results even if the 1s exciton is the
only state included in our calculations. This shows that, in
this limit, this approach would be much more efficient than
using an electron-hole basis such as employed in the SBEs.
We have also shown that, at higher density, the nonlinear
absorption is strongly affected by the coupling of the 1s
states to both optically active and inactive higher in-plane
excited exciton states.

We have examined a variety of possible approximations
to increase the efficiency of the computation. These approxi-
mations focus on reducing the number of equations that are
related to the HIESs with m�0. Based on our analysis of the
m�0 HIESs in Appendix B, we propose a possible further
approximation that keeps only some “representative” popu-
lation terms for the m�0 HIESs. With this approximation,
one could perhaps substantially reduce the number of dy-
namical equations. We leave the investigation of this ap-
proximation to future work.

The exciton approach can also be used to investigate the
nonlinear intraband dynamics involved when both an optical
and terahertz field are present. With the advance of ultrafast
THz spectroscopy, it has been argued that to obtain detailed
information such as exciton populations, conventional ex-
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FIG. 10. �Color online� The absorption spectra for the high-
density excitation condition calculated from the polarization due
only to �a� only the 1s state and �b� the 2s state. The solid black line
is obtained using the full-basis simulation while the blue dashed
line is obtained using the s-state basis simulation. The legends have
the same meaning as in Fig. 6.
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perimental techniques should be supplemented by direct in-
traexcitonic spectroscopy using the available terahertz light
sources. For example, it offers a systematic approach to in-
vestigate the effects of PSF and exchange on the intraband
transitions between 1s and 2p exciton states.33 It also offers
the possibility of examining the effect of the m�0 states on
the shift in the 1s and band-edge absorption energies.10–12,45

Our excitonic approach will serve as a useful theoretical tool
to understand these exciting experiments and we will apply it
to this class of problems in future work.
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APPENDIX A: OBTAINING EXCITONIC COEFFICIENTS

The application of the excitonic formalism to a specific
system can be divided into two stages. The first stage is to
obtain the XCs from the exciton wave functions; the second
stage is to use the EXEs to compute excitonic dynamics for
the given system. In this section, we focus on the first stage
and show how the XCs can be obtained for a QW.

The XCs in the first dynamic equation �Eq. �4� are given
by

R�1,�2,�3

� = R1�1,�2,�3

� − R2�1,�2,�3

� , �A1�

R1�1,�2,�3

� = �
k,p

Vp−kc�
p c�1

p�c�2

k�c�3

k , �A2�

R2�1,�2,�3

� = �
k,p

Vp−kc�
p c�2

p�c�1

k�c�3

p , �A3�

C� = �
p

c�
p , �A4�

C�,�1,�2
= �

p
c�

p c�1

p�c�2

p , �A5�

where Vp is the Fourier transformation of the effective Cou-
lomb interaction in the QW.23 R1�1,�2,�3

� is due to the ex-
change interaction while R2�1,�2,�3

� and C�,�1,�2
are from

PSF.
The second dynamic equation �Eq. �5� contains

Z�1,�2,�3,�4

�,� = S�1,�2,�3,�4

�,� − T�1,�2,�3,�4

�,� , �A6�

S�1,�2,�3,�4

�,� = �
k,p,q

�Vp−k − Vq−k��1 − �p,k��1 − �k,q�

� c�
p c�

q�c�1

p�c�2

k�c�3

k c�4

q , �A7�

T�1,�2,�3,�4

�,� = �
k,p,q

�c�
p c�

q�Vk−p − c�
k c�

p�Vq−p�

� �1 − �p,k��1 − �p,q�c�1

k�c�2

p�c�3

p c�4

q , �A8�

U�1,�2,�3

�,� = �
p,q

c�
p c�

q�c�1

p�c�2

p c�3

q �1 − �p,q� , �A9�

where S�1,�2,�3,�4

�,� is due to the exchange interaction, and
T�1,�2,�3,�4

�,� and U�1,�2,�3

�,� are due to PSF.
As we can see, the building blocks for the XCs are c�

q .
These can be obtained from the excitonic envelope wave
functions simply by inverting Eq. �2� to obtain

c�
p =� d2rdzedzhfe

��ze�fh
��zh� �

exp�− ip · r�
�A

���r,ze,zh� .

�A10�

Thus, all the required coefficients can be obtained in prin-
ciple if we have the exciton envelope functions and energies.
We now turn to the calculation of the exciton envelope func-
tions.

The label, � for the excitonic state ���r ,ze ,zh�, can be
written as the pair �= �n ,m�, where m� is the z component
of orbital angular momentum of the exciton and n is the
principle quantum number. To determine the QW excitonic
states �bound and unbound� numerically, we use the same
approach that we have used in the past to determine the
so-called two-well states in a superlattice.25,46 The exciton
wave function �n,m�r ,ze ,zh� in a quantum well is one special
case of the two-well states where the electron and hole reside
in the same well. To obtain these, we expand them in terms
of the energy eigenstates for noninteracting electron-hole
pairs in a cylindrical geometry. That is, we write25,46

�n,m�r,ze,zh� = fe�ze�f�zh��
ki

Aki

n,mgki,m

m �r,�� ,

where r= �r ,�� and gki,m

m �r ,�� is a the noninteracting pair
eigenstate in the plane, and is given by

gki,m

m �r,�� �
exp�im��

R���Jm� �kiR��
Jm�ki,mr� , �A11�

where Jm�x� is the mth Bessel function. To obtain a discrete
basis set, we have chosen the solution space in the plane to
be a circle of radius R and applied hard boundary conditions;
with this boundary condition, ki,m is given the ith zero of
Jm�kR�. The normalization has been chosen such that

�
0

2�

d��
0

R

rd�gki,m

m �r,��gkj,m

m �r,�� = �i,j . �A12�

Using the above expansion with a radius, R, of 40 exciton
Bohr radii, and using a set of 400 basis functions for each m,
we numerically solve for the eigenenergies E� and the ex-
pansion coefficients, Aki

n,m.
Using Eq. �A11� and letting p= p�cos � , sin ��, r

=r�cos � , sin ��, we obtain
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cn,m
p =

2��

L
exp�im	� −

�

2

�Jm�pR�

� �
ki,m

Aki,m

n,m ki,m sgn�Jm� �ki,mR�
ki,m

2 − p2 , �A13�

where sgn�x� returns the sign of x.
The XCs are obtained from the c�

p by using Eqs.
�A1�–�A9�. The procedure for calculating XCs involves con-
verting the sums in these equations into integrals and carry-
ing out the integrals numerically. This approach is straight-
forward so we do not present the details here but refer the
reader to Ref. 23.

APPENDIX B: UNDERSTANDING POPULATION
DYNAMICS IN HIESS

In this appendix, we discuss the populations in the HIESs
with m�0 and show that they are largely determined by
U�1,�2,�3

�,� . We then present an approximate expression for the
U�1,�2,�3

�,� , which explains the main features of these XCs that
could be used to simplify the dynamics calculations.

It can be shown that the population of excitons in HIESs
with m�0 are determined largely by U�1,�2,�3

�,� and
Z�1,�2,�3,�4

�,� , as these excitons are only created through PSF
and the exchange interaction. From Eq. �5�, for the popula-
tions of m�0 HIESs, we have

i�
d

dt
�B�

† B�� = 2 �
�1,�2,�3,�4

Z�1,�2,�3,�4

�,� �B�1

† B�4
��B�2

† B�3
� �B1�

− 2 �
�1,�2,�3

�E�t� · Mcv
� U�1,�2,�3

�,� �B�1

† B�2
��B�3

�

− E�t� · McvU�3,�2,�1

�,�� �B�1

† ��B�2

† B�3
� , �B2�

where we have dropped terms related to population decay;
terms involving C� do not appear because C�=0 if � labels
a state with m�0. From the above expression, it is clear that
U�1,�2,�3

�,� largely determines the creation of population in
each HIESs while Z�1,�2,�3,�4

�,� couples different exciton
states, making the population in each HIESs to oscillate.
Thus, some insight into U�1,�2,�3

�,� helps explain why the
populations of HIESs with m�0 decay quickly with increas-
ing energy as shown in Fig. 4.

Figure 11�a� shows numerical values of U0,0,0
�,� /U0,0,0

0,0 ver-
sus the exciton energy. Here and in the following, we use
�=0 to indicate the 1s exciton state. As we can see, the
magnitude of U0,0,0

�,� decreases quickly with increasing exci-
ton energy.

We now derive a simple expression for U0,0,0
�,� with ap-

proximations. If � is a HIES with m�0, we know

U0,0,0
�,�

U0,0,0
0,0 =

− C�,�,0,0,0

C0,0,0 − C0,0,0,0,0
. �B3�

We thus need to know C�,�,0,0,0, which is given by

C�,�,0,0,0 � �c0
kn,m�3 L2

2�
� dkkc�

k c�
k� �B4�

=�c0
kn,m�3. �B5�

The above approximation uses the fact that, since �= �n ,m�
is a HIES, c�

k only has large values in a small region of k and
it peaks at kn,m. In contrast, c�0,0�

k spreads over a large region
of k. As an example, this behavior is shown in Fig. 12 where
we plot �c�0,0�

k �3 and k�c�10,5�
k �2 as functions of k. This property

is exploited in Eq. �B5� to simplify the expression.
Using the above result, we obtain the following approxi-

mate expression for U0,0,0
�,� /U0,0,0

0,0 :

U0,0,0
�,�

U0,0,0
0,0 � −

�c�0,0�
k� �3

U0,0,0
0,0 , �B6�

where c�0,0�
p is given by

c�0,0�
p =

2��

L
�

k

Ak
0 kJ0�pR�
�k2 − p2�

sgn�J1�kR� . �B7�

The numerical results obtained with this expression are
shown in Fig. 11�b�. As we can see, the two results agree
well �to within about 15% difference�, indicating that the
approximation for HIESs is valid. This explains the fast de-
cay of the populations in the m�0 HIESs seen in Fig. 4.

Although we use the exact expression for U�1,�2,�3

�,� in all
our simulations, the approximate expression obtained here
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FIG. 11. The ratio U0,0,0
�,� /U0,0,0

0,0 as a function of energy calcu-
lated using �a� the exact numerical expression of Eq. �B3� and �b�
the approximate expression of Eq. �B6�.
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Compared with the smooth function, �c�0,0�
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k �2 peaks in a

narrow region of k. This property can be used in integrals that
involve both functions as in Eq. �B5�.
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can be used to reduce the XCs calculations. Furthermore,
given Eq. �B2�, we expect the population N� in the exciton
state � to decay off rapidly with increasing E� as is found in

Fig. 4. As we discuss in Sec. V A and the conclusion, this
property could be the basis for an approximation scheme to
simplify the treatment of HIESs.
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